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Universal tangle invariant and commutants of quantum
algebras

H C Lee
Physics Department, National Central University, Chungli, Taiwan 320, Republic of China†

Received 25 April 1995

Abstract. We construct a universal tangle invariant on a quantum algebra. We show that the
invariant maps tangle to commutants of the algebra; every (1, 1)-tangle is mapped to a Casimir
operator of the algebra; the eigenvalue of the Casimir operator in an irreducible representation
of the algebra is a link polynomial for the closure of the tangle. This result is applied to
a discussion of the Alexander–Conway polynomial and quantum holonomy in Chern–Simons
theory in three dimensions.

1. Introduction

Invariants for oriented tangles valued on finite dimensional representations of quasitriangular
Hopf algebras were constructed by Turaev (1990), Reshetikhin (1990) and Reshetikhin and
Turaev (1990). The construction was based on the relation between categories of oriented
tangles and categories of finite dimensional representations of an algebra (Yetter 1988, Freyd
and Yetter 1989). A universal invariant for links valued on a quantum group was constructed
by Lawrence (1989).

In this paper we construct a universal invariant for oriented tangles on a quasitriangular
Hopf algebraU (Drinfel’d 1986, Jimbo 1985), which we call a quantum algebra. We further
show that the image of (the plane projection of) a tangle onU is a commutant ofU to within
a permutation determined by the tangle. In particular, the image of a (1, 1)-tangle is a central
element ofU whose eigenvalue in an irreducible representation ofU is an invariant for the
closureof the tangle. Our construction is a non-trivial extension of the result of Lawrence
(1989) because a tangle lacks the crucial property possessed by a link—closure—that makes
either Alexander’s theorem (Alexander 1928) or Markov theorem (Markov 1935) useful. In
fact, our universal invariant for links differs from that of Lawrence.

The rest of the paper is presented as follows. In section 2 we first define notation and
review the main result of Lee (1992): every (n,n)-tangle diagram can be transformed to a
partially closed braid withn strands unclosed using only a special type of Reidemeister II
moves. We then construct a universal tangle invariant as a functorV: [T ] → U0, where [T ]
is a tangle isotopy andU0 is an universal enveloping algebra with specific properties. In
section 3 we show that one can define a homomorphism between a quantum algebraU and
U0 that maps a central elementλ ∈ U to the identity inU0. This requires certain refinements
on the construction given in section 2 depending on whether one’s objective is a universal
invariant for regular isotopic tangles, ambient isotopic tangles or ribbon graphs. In section 4
we show that, to within permutations, the universal tangle invariants are commutants ofU ,
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394 H C Lee

that is, they commute with the subsetUM of U induced by the action of the coproduct on
U . This is a generalization of the coboundary conditionRM(U) = M′(U)R by replacingR
by a universal tangle invariant andM(U) by UM. In particular,V maps every (1, 1)-tangle
to a central element inU . In section 5 we show that in an irreducible representation ofU
the eigenvalue of such a central element is a link polynomial for the closure of the (1, 1)-
tangle. This gives new meaning to a link polynomial as an object in a quantum algebra.
In section 6 we compare our universal link invariant with that given by Lawrence (1989).
In section 7 we give two simple applications of our results. In an appendix we list the
universal invariants for (1, 1)-tangles with up to six crossings.

2. Seifert circles and a functor for tangles

2.1. Tangles, tangle diagrams and splices

Definition 2.1.1. An oriented (n,n)-tangleT is the disjoint union ofn open oriented strands
and an arbitrary number of oriented closed strands embedded in a cylinder in a 3-manifold,
with all the n tails of the open strands held fixed on the ceiling of the cylinder and all the
n tips held fixed on the floor. Alink is a (0,0)-tangle.

Remark. One could replace the cylinder with a 3-ball, and identify the region on the surface
of the ball enclosing then tails (tips, resp.) as the ceiling (floor, resp.). An(n, m)-tangle,
m 6= n, amounts to a different partition of the ends of the tangle. It is necessary to include
such tangles in the category theory approach (Turaev 1990, Reshetikhin 1990, Reshetikhin
et al 1990, Yetter 1988, Freyd and Yetter 1989), but not in our discussion. Henceforth
tangles will be understood to be(n, n) and oriented.

Definition 2.1.2. A tangle diagramis a regular plane projection of a tangle. A tangle
diagram is composed ofpositiveandnegative crossingsandedges. In a positive (negative)
crossing the undercrossing strand is clockwise (counterclockwise) to the overcrossing strand.
An edgeis a section of strand between two consecutive crossings.

Example. The two basic crossings in a tangle are shown in figure 1.

Figure 1.

Definition 2.1.3. An ambient isotopy class(simply isotopy class unless otherwise specified)
of tangle diagrams, denoted by [T ], is an equivalence class of tangles generated by the
Reidemeister moves I, II and III (figure 2) on tangle diagrams. Aregular isotopyof tangles,
denoted by [T ]reg, is an equivalence class of tangles generated by the Reidemeister moves
II and III. By a functor for tangleswe mean a functor from the category whose morphisms
are isotopy classes of tangle diagrams.
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Remark. Reidemeister moves are defined for diagrams with non-oriented strands. For
oriented tangle diagrams it is necessary to speak of Reidemeister moves on diagrams with
oriented strands.

Definition 2.1.4. If the two strands in a Reidemeister move II have the same (opposite,
resp.) orientation, denote the move IIa (IIb, resp.). The two types of Reidemeister move
II’s are shown in figure 3.

Figure 2.

Figure 3.

Definition 2.1.5. Splicinga crossing means cutting out the vertex of the crossing, placing
a + or − sign at the cut-out in accordance with the sign of the crossing, and reconnecting
the severed strands in such a way that: (i) the orientations of the strands are respected; and
(ii) the reconnected strands do not cross.

Definition 2.1.6. A splice of a tangle diagramis obtained from a tangle diagram by splicing
all the crossings on the tangle.

Example. The splices of the two crossings in figure 1(a) are shown in figure 1(b).

Remark. By definition there are no crossings in a splice. Hence lines in a splicedo not
correspond to strands in the tangle diagram it presents. On the other hand, it is clear that the
correspondence between the edges on a tangle diagram and those on its splice is one-to-one.
So is the correspondence between a tangle diagram and its splice. Often, arguments used
in the ensuing discussion do not depend critically on the signs at the crossing points in a
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Figure 4.

Figure 5.

splice. In such cases, the signs in the splice will be generically replaced bystars (?’s). In
figure 4, (a) is a tangle diagram, (b) is its splice,c is the splice in which the signs are
replaced by?’s. The information contained in such a splice is precisely the same as that in
a 4-valent planar graph.

Definition 2.1.7. The circles in a splice are calledSeifertcircles.

Example. There are three Seifert circles in the splice of figure 4(b) (and 4(c)).

Definition 2.1.8. Thewritheand theSeifert numberare, respectively, the number of positive
signs minus the number of negative signs, and the number of Seifert circles, respectively,
in a splice.

Example The Reidemeister moves I, IIa, IIb and III on splices are shown in figure 5(a)–
(d), respectively. For the Reidemeister moves IIa and IIb, the two signs in the splice on
the left-hand side must be opposite. Note that the left-hand side splice in IIb has a Seifert
circle while that in IIa does not.

Remark. For the Reidemeister III move, in each of the two diagrams in figure 5(d) label
the three signs, from top to bottom, respectively, by(α, β, γ ), and use the subscripts
L and R, respectively, to denote the left and right diagrams. Then the precise relation
is (α, β, γ )L = (γ, β, α)R, in which, of the total of eight sets of signs, the two sets
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(α, β, γ ) = (+, −, +) and (−, +, −) are excluded. It is evident that in a splice neither
the writhe nor the Seifert number is an invariant of isotopy. Move I preserves neither the
writhe nor the Seifert number, whereas moves IIa and III preserve both. Move IIb preserves
writhe, but not necessarily the Seifert number.

Definition 2.1.9. The Reidemeister move IIb istype 2, denoted by IIb2 (type 1, denoted
by IIb1, resp.) if the two lines in the right-hand side diagram in figure 5(c) belong (do not
belong, respectively) to the same Seifert circle or to the same open line.

Remark If neither of the two lines belonged to a Seifert circle, then they would both
belong to separate open lines in the splice, and it would have been impossible to make a
Reidemeister II move on them. Thus, move IIb1 preserves the Seifert number (figure 6(a)),
and move IIb2 (figure 6(b)) changes the Seifert number by±2, but preserves the number
of clockwise Seifert circles minus the number of counterclockwise Seifert circles.

Definition 2.1.10. Among all the edges involved in a Reidemeister IIb1 move, there is one
and only one edge that belongs to a Seifert circle or to an open line both before and after
the move. We speak of this edge aspreserving its identityin the move.

Example. In figure 7, the identity of the edge marked with a cross is preserved.

Figure 6.

Figure 7.
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2.2. Partially closed braids and wrong-way edges

Definition 2.2.1. A braid is a tangle diagram whose splice does not have any Seifert circles.

Definition 2.2.2. An (n, n)-braid-tangle is a partially closed braid obtained by closingm

strands of an(n + m)-strand braid without disturbing any crossing in the braid.

Remark. Since the action of closing a strand in a braid must not generate any new crossing,
a braid-tangle is obtained by closing them1 left-most strands clockwise and them2 right-
most strands counterclockwise,m1 + m2 = m. Obviously,m + 1 possibly distinct braid-
tangles may be obtained.

Definition 2.2.3. Them edges that close an(n+m)-strand braid to obtain an(n, n)-braid-
tangle arewrong-wayedges of the braid- tangle. If a component of a braid-tangle that is
closed contains no vertices, then the whole component is considered a wrong-way edge.

Proposition 1. Every (n, n)-tangle diagram can be isotopically transformed to a(n, n)-
braid-tangle using only Reidemeister IIb1 moves.

Corollary 1.0. Every (n, n)-tangle diagram is isotopic to an(n, n)-braid-tangle.

Corollary 1.1. Every tangle diagram can be isotopically transformed to a braid-tangle
such that the writhe number and the numbers of the clockwise and counterclockwise Seifert
circles are separately preserved.

Corollary 1.2. For every tangle diagram there exists at least one assignment of wrong-
way edges, one on each Seifert circle in the splice of the tangle diagram, and a braid-tangle
isotopic to the tangle diagram, such that

(i) the identities of the wrong-way edges are preserved in the transformation from the
tangle diagram to the braid-tangle; and

(ii) the set of wrong-way edges on the tangle diagram coincides with the set of wrong-
way edges on the braid-tangle.

Proof. Proofs are given in Lee (1992).

Remark. The corollaries are fairly straightforward consequences of proposition 1 and the
properties of the Reidemeister IIb1 move.

Definition 2.2.4. Given a tangle diagramT , a specifiedtangle diagramT ∗ of T denotesT
equipped with a specific choice of wrong-way edges.

2.3. The algebraU0

Definition 2.3.1. U0 is the tensor algebra of an algebraA overC, equipped withh, h′ ∈ A,
R = ∑

i ai ⊗ bi ∈ AA, R′ = ∑
i b

′
i ⊗ a′

i ∈ AA satisfying

hh′ = h′h = 1 (2.1)

R(T R′) = R′(T R) = 1 ⊗ 1 (2.2)

R12R13R23 = R23R13R12 (2.3)

AhB = B ′hA′ = Bh′A = A′h′B ′ = 1 (2.4)
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where A · · ·B is the shorthand for
∑

i ai · · · bi ; similarly for B ′ · · ·A′; T (a ⊗ b) =
b ⊗ a; R12 = R ⊗ 1; R13 = A ⊗ 1 ⊗ B; R23 = 1 ⊗ R. The multiplicationm in U0 is
a morphism,m: A → A, by a ⊗ b 7→ m(a ⊗ b) ≡ ab, a, b ∈ A. By (2.2) we define
R−1 = T R′, R′−1 = T R.

Definition 2.3.2. Consider A as a linear vector space. LetI ⊂ A be spanned by
ab − ba, ∀a, b ∈ A, A0 ≡ A/I and the natural projectionSp: A → A0. Then

Sp(ab) = Sp(ba) ∀a, b ∈ A. (2.5)

In what follows we considerSp as part of the structure ofU0.

2.4. The functorV for tangles

Let {T } denote the set of all tangles; [T ] denote an isotopy class of tangles andT
(n)
l denote

an (n, n)-tangle diagram withl closed strands.

Definition 2.4.1. Consider the splice of a specified tangle diagramT ∗. Call a wrong-way
edge on a counterclockwise Seifert circle anA-edge(diagrammatically represented by↑F
or, equivalently, byG↓), and one on a clockwise circle aC-edge(G↑ or G↓). An edge that is
neither an A-edge nor a C-edge is anN-edge(↑ or ↓). The property of an edge doesnot
depend on its relativedirection in the tangle. We refer to all these edges asarrows. Apply
these definitions also toT ∗.

Definition 2.4.2. Let α, β, . . . be a set of arrows. The tensor productα ⊗ β is the disjoint
union of the two arrows. The multiplicationp acting onα⊗β adjoins the head ofα to the tail
of β: p(α⊗β) ≡ p12(α⊗β) = αβ. Also p13(α⊗β⊗τ) = ατ ⊗β, p31(α⊗β⊗τ) = τα⊗β.
Successive multiplications give an openstring of arrows(henceforth simply astring). The
notions of multiplying and tensoring arrows extend to strings.

Definition 2.4.3. Given a stringα1α2 · · ·αk, let τ̂{α} be the class{αs1αs2 · · ·αsk
|(s1, s2, . . . ,

sk) ∈ {all cyclic perm. of (1, 2, . . . , k)}} and refer to it as aclosed string of arrows, or
simply a closed string.

Remark. Thus a specified tangle diagramT ∗ is a disjoint union of open and closed strings
composed of the arrowsG↓, G↓ and↓, and pairs of tensored arrows (overcrossing) and

(undercrossing), equipped with the operations multiplication and tensor product.

Definition 2.4.4. Let h, h′, R, R′ andSp be the objects inU0 defined in section 2.3. Let
α, β be strings,̂τ be a closed string inT ∗ and [T ∗] be the set of all specified tangle diagrams.
Define the mapV: [T ∗] → U0 by

V(↓) = V(↑) = 1 V(↑F) = V(G↓) = h V(G↑) = V(G↓) = h′ (2.6)

V( ) = R V( ) = R′ (2.7)

V(α ⊗ β) = V(α) ⊗ V(β) (2.8)

V(αβ) = m(V(α) ⊗ V(β)) = V(α)V(β) (2.9)

V(τ̂ ) = Sp(V(τ∗)) ∈ A0 τ∗ ∈ τ̂ . (2.10)

Proposition 2. V is a functor for tangles; it is well defined as a mapV: {T }/isotopy→
U0, [T (n)

l ] 7→ V[T (n)
l ] = V(T ∗) ∈ Ann ⊗ A⊗l

0 , ∀T ∈ [T (n)
l ].
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Proof. The proof is given in Lee (1992). There, it is shown that if (i)Ta andTb are isotopic;
(ii) T ∗

a is a specified tangle diagram ofTa and (iii) T ∗
b is a specified tangle diagram ofTb

thenV(T ∗
a ) = V(T ∗

b ). �

Remark. V maps each open string inT ∗ to a factor valued inA and each closed string in
T ∗ to a factor valued inA0. The cyclicity ofSp in (2.5) is needed for (2.10).

Example. The specified tangle diagramT ∗ in figure 8(a), a counterclockwise writhe with
an overcrossing, may be expressed asT ∗ = p12(p13( ⊗↑F)). From the rules given above,
V(T ∗) = m12(m13(R ⊗ h)) = m12(Ah ⊗ B) = AhB; see figure 8(b).

Figure 8.

2.5. Some properties ofV
2.5.1. Definition 2.5.1.Define an equivalence relation∼ on tangle diagrams by saying that
U ∼ W if, and only if, V(U∗) = V(W ∗) for all specified tangle diagramsU∗ andW ∗ whose
tangle diagrams areU andW , respectively.

Example. The basic relations (2.2–4) of the algebraU0 are shown diagrammatically in
figure 9(a)–(c).

Remark. Equation (2.4) is the algebraic expression of the Reidemeister I move (figure 9(c)).
Hence, unless the elementsh andh′ are equal to the identity, it is necessary to differentiate
wrong-way edges from other edges.

Figure 9.
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2.5.2. Following are some derived Lee (1992) relations shown diagrammatically in
figures 10–12, respectively.

A′A ⊗ Bh′B ′ = BB ′ ⊗ A′h′A = 1 ⊗ h′ B ′hB ⊗ AA′ = AhA′ ⊗ B ′B = h ⊗ 1 (2.11)

R(h ⊗ h)R−1 = R′(h ⊗ h)R′−1 = h ⊗ h, R(h′ ⊗ h′)R−1 = R′(h′ ⊗ h′)R′−1 = h′ ⊗ h′

(2.12)

[h ⊗ h, R] = [h ⊗ h, R′] = [h′ ⊗ h′, R] = [h′ ⊗ h′, R′] = 0. (2.13)

Figure 10.

Figure 11.

Figure 12.

Remark. Equation (2.11) is the algebraic expression of the Reidemeister IIb move
(figure 10). A graphical derivation of the second relation in (2.12) is given in figure 13.

Figure 13.

2.5.3. If B is a braid ofn strands, then repeated application of (2.13) gives

[h⊗n, V(B)] = [h′⊗n, V(B)] = 0. (2.14)
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2.5.4. Definition 2.5.2.For the set of (n, n)-tangles{T (n)}, let σ : {T (n)} → Sn be the
natural mapping of tangles to the permutation group. We sayσ ∈ Sn sends{1, 2, . . . , n} to
{i1, i2, . . . , in} whenσ(a1 ⊗ a2 ⊗ · · · ⊗ an) = ai1 ⊗ ai2 ⊗ · · · ⊗ ain .

Let Ta andTb be two (n, n)-tangles and letTab be obtained by joining in order the tips
of Ta to the tails ofTb, then

V[Tab] = V[Ta]σ(Ta)(V[Tb]). (2.15)

2.5.5. Let T be an (n, n)-tangle with l closed strands. There exists a braidB of
N = n + µL + µR strands, and a braid-tangleTB, obtained fromB by closing the latter’s
µL left-most strands clockwise andµR right-most strands counterclockwise, such that (TB)
may be reached by executing only Reidemeister IIb1 moves onT . Supposeσ(B) sends
{1, 2, . . . , N} to {i1, i2, . . . , iN }. Let β = V(B), H = h′⊗µL ⊗ 1⊗n ⊗ h⊗µR, andm{TB} be an
(µL + µR)-fold composition of multiplications:

m{TB} =
( µL∏

s=1

(◦mis,s)

)
◦ 1⊗n

( N∏
s=N−µR+1

(◦mis,s)

)
. (2.16)

This defines the action that closesB to yield TB. Because there arel closed strands inT ,
there must bel cycles among the set of pairs of subscripts{is, s} in (2.16). (For example,
a cycle involving three pairs is a set({s1, s2}, {s2, s3}, {s3, s1}), with s1, s2 ands3 different.)
We also havel 6 µL + µR andσ(TB) ∈ Sn sendingj to σ(B)(µL + j) − µL = iµL+j − µL.

2.5.6. Denote bySp⊗l the action that sends thel closed strands toA⊗l
0 according to

definition 2.4.3 and (2.10), and defineCl{TB} = Sp⊗l ◦ m{TB}. If [T ] is the isotopy ofT ∗
B ,

then the mapV for [T ] is explicitly given in terms ofCl{TB}, σ(B) andH by

V[T ] = V(T ∗
B ) = Cl{TB}(Hβ) = Cl{TB}(βσ(B)(H)). (2.17)

The following are two simple examples. SupposeTR is obtained fromT by closing the
latter’s right-most strand counterclockwise, andσ(T ) sends{1, 2, . . . , n} to {i1, i2, . . . , in}.
Then

V[TR] = Sp⊗lR ◦ min,n (V[T ]σ(T )(1 ⊗ · · · ⊗ 1 ⊗ h)) (2.18a)

where lR = 1(0) if the closing generates (does not generate) a new closed strand inTR.
Similarly, if TL is obtained fromT by closing its left-most strand clockwise, then

V[TL] = Sp⊗lL ◦ mi1,1
(
V[T ]σ(T )(h′ ⊗ 1 ⊗ · · · ⊗ 1)

)
. (2.18b)

2.5.7. There aren + 1 ways of closing all the strands inT : closing them left-most
strands clockwise on the left, and the rest of the strands counterclockwise on the right,
m = 0, 1, . . . , n. Refer to the links thus obtained bŷTm. Clearly all T̂m’s belong to the
same class, [̂T ], the generic closure ofT . Define

Hm ≡ h⊗m ⊗ h′⊗(n−m) ∈ Ann m = 0, 1, . . . , n. (2.19)

Then T̂m being isotopic to [̂T ] demands that the following equality holds:

V[T̂ ] = V[T̂m] = Cl{T }(V[T ]σ(T )(Hm)) m = 0, 1, . . . , n. (2.20)

SinceT itself is the partial closure of a braid, it is sufficient to prove the equality whenT

is a braidB of n strands, namely,

V[B̂] = Cl{B}(V(B)σ (B)(Hm)) m = 0, 1, . . . , n. (2.21)

This relation is proved in Lee (1992).

Example. Figure 14 gives a graphical derivation of (2.21) for the casen = 3, m = 2.
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Figure 14.

3. Functor for tangles on a quantum algebra

3.0. Quasitriangular Hopf algebra

Definition 3.0.1. A quasitriangular Hopf algebra (Drinfel’d 1986) is a (not necessarily
commutative or cocommutative) Hopf algebra{A, S, m,M, ε} equipped with an invertible
elementR ∈ A ⊗ A satisfying:

m(id ⊗ S)M(a) = m(S ⊗ id)M(a) = ε(a)1 ∀a ∈ A (3.1a)

R−1 = (S ⊗ id)R = (id ⊗ S−1)R (3.1b)

(M′(a))R = RM(a) ∀a ∈ A (3.1c)

(M ⊗ id)R = R13R23 (id ⊗ M)R = R13R12 (3.1d)

R12R13R23 = R23R13R12. (3.1e)

The antipodeS: A → A is an antiautomorphism, and the multiplicationm: A ⊗ A → A,
the comultiplicationM: A → A ⊗ A and the counitε: A → C are morphisms.M′ is the
opposite comultiplication. We denote the algebra, which we also call a quantum algebra,
by U ; U ⊃ A, A ⊗ A, A ⊗ A ⊗ A, . . ..

Example. U may be adeformed Lie algebra(Drinfel’d 1986, Jimbo 1985, Reshetikhin
et al 1990) or analgebra of functions on a quantum formal group(Faddeev 1988). An
explicit example of the former is a quantized universal enveloping algebraUq(g) over
C [[η]] , q ≡ eη an indeterminate, whereg is a simple complex Lie algebra of rankr with
simple rootsαi, i = 1, . . . , r and Cartan matrixAij = 2〈αi, αj 〉/〈αi, αi〉, where〈, 〉 is an
invariant scalar product. Its generators in the Chevalley basis{Hi, X

+
i , X−

i ; i = 1, . . . , r}
are constrained by

[Hi, X
±
j ] = ±〈αi, αj 〉X±

j [X+
i , X−

j ] = δij

qHi − q−Hi

q − q−1
(3.2a)

mij∑
ν=0

(
mij

ν

)
qi

(−1)νq
−ν(mij −ν)/2
i X±ν

i X±
j X

±mij −ν

i = 0 |i − j | = 1 (3.2b)

MHi = Hi ⊗ 1 + 1 ⊗ Hi MX±
i = X±

i ⊗ qHi/2 + q−Hi/2 ⊗ X±
i

(3.2c)

ε(Hi) = ε(Xi) = 0 (3.2d)
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wheremij = 1−Aij , qi = q〈αi ,αi 〉, [a, b] = ab−ba, and
(
m

n

)
x

= ∏n
ν=1(1−xm−ν+1)/(1−xν).

The action of the antipodeS is determined byε, M and (3.1a):

S(Hi) = −Hi S(X±
i ) = −qHi/2X±

i q−Hi/2. (3.3)

Drinfel’d (1985, 1986) has shown that theR-matrix may be expressed as an infinite formal
sum inA ⊗ A, defined by givingC [[η]] an η-adic topology.

Remark. Often the antipode onXi is given a form equivalent to (3.3),

S(X±
i ) = −qρX±

i q−ρ (3.4)

whereρ = 1
2

∑
α∈M+ Hα, andM+ is the set of positive roots ofg.

Definition 3.0.2. Henceforth, byU we mean aUq(g) such as the one given in the example
above. Also denote the opposite multiplication bym′ and defineR′ ≡ T R−1.

Lemma 3.0.1. The two elementsυ0 ≡ m((id ⊗S)R) andυ ′
0 ≡ S(υ0) = m′((id ⊗S)R) are

invertible and satisfy,∀a ∈ A,

υ−1
0 = m((S2 ⊗ id)R) = m((id ⊗ S−2)R) υ0aυ−1

0 = S−2(a) (3.5)

υ ′
0
−1 = m′((S2 ⊗ id)R) = m′((id ⊗ S−2)R) υ ′

0aυ ′
0
−1 = S2(a). (3.6)

Lemma 3.0.2. λ ≡ υ0υ
′
0 = υ ′

0υ0 is a central element ofA:

[a, λ] = 0 ∀a ∈ A. (3.7)

Proofs. Proven in Drinfel’d (1989). For completeness we give a proof below.

Notation. Throughout the rest of the paper we writeR = ∑
r ar ⊗br ≡ A⊗B, A ≡ S(A),

A ≡ S−1(A) so thatR−1 = T R′ = A ⊗ B = A ⊗ B. For the product of twoR’s we write
RR = AA′ ⊗ BB ′. (i.e. A′ ⊗ B ′ stands forR, not R′.)

For a ∈ A write M(a) = ∑
yr ⊗ zr ≡ Y ⊗ Z. From (3.1a) and (3.1c),

0 = m(id ⊗ S)
(
R−1(M′(a))R − M(a)

) = AZυ0S(Y )B − YS(Z).

Left multiply by A′ and right multiply byB
′

and noting that the second term on the last
expression is equal toε(a)1 and thatA′A ⊗ BB

′ = (id ⊗ S)(RR−1) = 1 ⊗ 1, we have

Zυ0S(Y ) = YS(Z)υ0.

Letting a = Hi yields [υ0, Hi ] = 0. Lettinga = X±
i further yieldsυ0S(X±

i ) = S−1(X±
i )υ0.

This impliesυ0S(a) = S−1(a)υ0, ∀a ∈ A. Applying this last relation tom((id⊗S)R−1R) =
Aυ0B = AS−2(B)υ0 = 1 then identifiesAS−2(B) as the left-inverse ofυ0. This proves the
second relation in (3.5). The proof of the rest of (3.5) and (3.6) is similar, which we omit.
Relation (3.7) then follows directly from the last parts of (3.5) and (3.6). �
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Lemma 3.0.3. υ0, υ
′
0 satisfy

m(R(υ0 ⊗ 1)) = m′(R(υ ′
0 ⊗ 1)) = 1 m(R′(υ0 ⊗ 1)) = m(R−1(υ ′

0 ⊗ 1)) = λ. (3.8)

Proof. We prove explicitly the first and third relations and omit the proof of others:

1 = m((id⊗S)R−1R) = m((id⊗S)AA′ ⊗BB ′) = AA′B
′
B = m(R(υ0⊗1))

m(R′(υ0 ⊗ 1)) = Bυ0A = υ0S
2(B)A = υ0υ

′
0.

Remark. Recall thatR is unchanged under the action of(S ⊗ S).

Definition 3.0.3. Defineυ ≡ λ−1/2υ0, υ ′ ≡ λ−1/2υ ′
0.

Remark. Although there may not be an explicit expression forλ−1/2 (or λ1/2) in terms of
Hi andX±

i , its η-adic evaluation inC [[η]] is well defined.
By definition and from (3.8),υ andυ ′ satisfy

υυ ′ = 1 (3.9)

AυB = Bυ ′A = λ−1/2 BυA = Aυ ′B = λ1/2. (3.10)

Example. Relations (3.10) are illustrated in figure 15.

Figure 15.

3.1. Universal invariants for tangles

Definition 3.1.1. Let V be the functor of section 2.4, with the the algebraU0 of section
2.3 replaced by the quantum algebraU , and the set{R, R′, h, h′} in U0 replaced by the set
{R, T R−1, υ, υ−1} in U .

Proposition 3. V[T ]reg valued onU is a universal invariant for regular tangle isotopy.

Proof. Comparing (3.9), (3.1b), (3.1e) and (3.10) with (2.1), (2.2), (2.3) and (2.4), we
can define a homomorphism betweenU and the algebraU0 of section 2.3 that maps
{R, T R−1, υ, υ−1, λ} in U to {R, R′, h, h′, 1} in U0. Note that the central elementλ in
U is not the identity element. Since (2.4) gives the Reidemeister move I (figure 9(c)),
its replacement by (3.10) means thatV does not observe the invariance of Reidemeister
move I. Hence the relations (2.11) and (2.12), which establishes the equivalence relation
of Reidemeister move IIb on specified tangle diagrams and were proven in Lee (1992)
graphically forU0 using Reidemeister I moves, need to be re-derived without using such
moves. This is done as follows. For the first relation in (2.11),

AA′ ⊗ B ′υ−1B = AA′ ⊗ B ′S2(B)υ−1 = ((id ⊗ S)(RR−1))(1 ⊗ υ−1) = (1 ⊗ υ−1). (3.11)

For the first relation in (2.12),

AυA
′ ⊗ BυB ′ = υS2(A)A

′ ⊗ υS2(B)B ′ = (υ ⊗ υ)(RR−1) = υ ⊗ υ. (3.12)

The other relations are similarly derived. Proposition 3 is now obtained by replacing all
reference to (ambient) isotopy in proposition 2 by regular isotopy. �
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Remark. If two tanglesT and T ′ are related by Reidemeister I moves, thenV(T ∗) and
V(T ′∗) may differ by factors ofλ±1/2.

Definition 3.1.2. Let wi be the total number of positive crossings minus the total number
of negative crossings on theith component in anl-component tangle diagramT . The writhe
number of the tangle isw(T ) = ∑l

i=1 wi/2. Define the functorVA acting onT by

VA(T ) = (⊗l
i=1λ

wi/4)V(T ∗). (3.13)

Corollary 3.1. The functorVA: {T } → U by VA[T ] = VA(T ) is an invariant for ambient
isotopic tangles.

Proof. V(T ∗) gives a regular isotopy. The writhe number is preserved in Reidemeister II
and III moves. Every Reidemeister I move on theith component induces aλ∓1/2 factor in
the functor and changeswi by ±1/2. Hence the factor(⊗iλ

wi/4) in (3.13). �

3.2. Invariants for ribbon graphs

Definition 3.2.1. A ribbon graph(Reshetikhin and Turaev 1990) is a tangle diagram with
the strands replaced by ribbons that admittwists. A ribbon graph without any twists is
a flat ribbon graph. A full clockwise (counterclockwise) twist on a ribbon is equivalent
to a writhe on a flat ribbon with positive (negative) crossing. See figure 16. There is a
natural one-to-one correspondence between a flat ribbon graph and a tangle diagram. Given
a ribbon graphG, denote byTG the tangle diagram corresponding to the flat ribbon graph
obtained by ignoring all the twists inG. By construction the natural isotopy for ribbon
graphs is regular isotopy.

Remark. A ribbon graph is sometimes referred to as a framed tangle diagram.

Figure 16.

Definition 3.2.2. An isotopy of ribbon graphs, denote by [G]reg, is an equivalence class
of ribbon graphs generated by Reidemeister moves IIa, IIb and III on flat sections of the
ribbon.

Definition 3.2.3. Let G be an l-component ribbon graph withn+
i clockwise twists and

n−
i counterclockwise twists on theith-component. Define a functorVRG acting on ribbon

graphs by

VRG(G) = (⊗l
i=1λ

(n−
i −n+

i )/2)V(T ∗
G). (3.14)

Corollary 3.2. The functorVRG: {G} → U by VRG[G]reg = VRG(G) is an invariant for
ribbon graphs.
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Proof. V preserves writhes onTG. In particular, the replacement of (2.4) by (3.10) equates
a positive (negative) writhe, or a full clockwise (counterclockwise) twist, in a ribbon graph
to a factor ofλ−1/2 (λ1/2) in V. Hence the extra factor of(⊗iλ

(n−
i −n+

i )/2) for VRG in (3.14).�

Remark. Another terminology for a ribbon graph is aframedtangle. It is clear that if the
central elementλ were equal to the identity element, then there would be no distinction
between theU images of regular isotopic tangles, ambient isotopic tangles and ribbon
graphs.

3.3. Realization ofV on representations ofU
Let V be an finite dimensional, irreducibleA module and letπi ∈ End(V ). Then, from
Schur’s lemma,πi(λ) is equal to an eigenvalueλπi

times the unit matrix. For anl-component
tangle, a natural realization ofV (or VA or VRG) valued onAnl is (π1 ⊗ · · · ⊗ πl)V, in
which λ on theith string is represented byπi(λ), the R-matrix at the crossing of theith
andj th strings is represented byRπiπj

= (πi ⊗πj )R, and so on, andSp is replacedby the
matrix trace inπi . If q takes value onC (as opposed to being an indeterminate) then we
restrict it to values such thatλπi

6= 0.
A case of special simplicity and interest is to let allπi = π . In this case, write:

Definition 3.3.1. λπ = π(λ), hπ = π(υ), Rpi = (π ⊗ π)R, Rpi ′ = (π ⊗ π)T R−1, and
let T rπ be the matrix trace inπ .

Then, by replacing{R, R′, υ, υ−1, λ, Sp} by {Rpi, Rpi ′, hπ , h−1
π , λπ , T rπ } in V

(VA, VRG, reps.), we getVπ (VAπ
, VRGπ

, resp.).

4. Universal tangle invariants and commutant ofU

4.0. The main proposition

In this section we discuss commutants ofU . Sinceλ is a central element ofU , we shall
make no distinction betweenV, VA andVRG; an invariant will be generically referred to as
V[T ]. Let U be a quantum algebraUq(g) of section 3.0 whose comultiplication and antipode
on the generators{ki ≡ eHi/2, k−1

i ≡ e−Hi/2, X+
i , X−

i ; i = 1, . . .} are, for convenience, given
again:

MX±
i = X±

i ⊗ ki + k−1
i ⊗ X±

i

S(k±1
i ) = k∓1

i S(X±
i ) = −kiX

±
i k−1

i . (4.1)

Let UM be the subset ofU generated byM acting onA, V be the functor of section 3.1 valued
on U , σ : T (n) → Sn be the natural mapping of tangle diagrams to the symmetry groups,
M′{n}: A → A⊗(n+1) be the natural extension ofM: A → A ⊗ A (see definition 4.2.2).
For a1, . . . , an ∈ A, defineTn ∈ Sn by Tn(a1 ⊗ a2 ⊗ · · · ⊗ an) = an ⊗ · · · ⊗ a2 ⊗ a1, and
M′{n} = Tn+1◦M{n}. Recall that ifT (n) hasl closed strands, thenV[T (n)] = α(n)⊗α

(l)

0 , where a
suppressed summation is understood,α(n) ∈ Ann, α

(l)

0 ∈ Azl, A0 = A/{(ab−ba)|a, b ∈ A}.
Proposition 4. For an (n, n)-tangle diagramT with l closed strands,

(M′{n−1}(a) ⊗ 1⊗l)V[T ] = V[T ](σ (T )(M′{n−1}(a))) ⊗ 1⊗l ∀a ∈ A. (4.2)

SupposeM{n−1}(a) = ∑
i x1i ⊗ x2i ⊗· · ·⊗ xni ≡ ⊗n

r=1xr , α(n) = ⊗n
r=1tr andσ(T ) sends

(1, 2, · · · , n) to (k1, k2, · · · , kn). Then M′{n−1}(a) = ⊗n
r=1xr ′ , wherer ′ = n − r + 1, and

(4.2) implies(⊗n
r=1xr ′ tr ) ⊗ α

(l)

0 = (⊗n
r=1trxkr

′) ⊗ α
(l)

0 .
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4.1. A tangle Casimir operator

We first give an example of what we shall call atangle Casimir operatorof U . Let Ttrefoil

be the (1, 1)-tangle diagram shown in figure 17(a) whose closure is the trefoil link.

Figure 17.

Lemma 4.1.1. V[Ttrefoil] valued inUq(sl(2)) is a central element.

Proof. The rank ofsl(2) is one, so the elementsH, X±, k no longer need subscripts. We
simply write X for X±. From (4.1),

S2(k±1) = k±1 S2(X) = k2Xk−2. (4.3)

Applying the rules given in section 2.4 on figure 17(b) we get

τ ≡ V[Ttrefoil] = AB ′A′′υBA′B ′′ ≡ m((1 ⊗ υ)β) (4.4)

whereβ = R(T R)R is the value of a two-strand braid shown in figure 17(b) whose partial
closure isTtrefoil. The lemma is proven when it is shown that [τ, k±1] = 0 and [τ, X] = 0.
From (3.1c), β commutes withM(k±1) = k±1 ⊗ k±1. For α ∈ AA and x, y, z ∈ A,
βM(x) = M′(x)β andm((x ⊗ yz)α) = m((x ⊗ z)α(y ⊗ 1)). Also k, υ commute, because
υkυ−1 = S−2(k) = k. We first show [τ, k] = 0.

τk = m((1 ⊗ υ)β(1 ⊗ k)) = m((1 ⊗ kk−1υ)β(1 ⊗ k)) = m((1 ⊗ k−1υ)βM(k))

= m((1 ⊗ k−1υ)M(k)β) = m((k ⊗ k−1υk)β) = m((k ⊗ υ)β) = kτ. (4.5)

We now show [τ, X] = 0.

τX = m((1 ⊗ kk−1υ)β(1 ⊗ X)) = m((1 ⊗ kυ)β(k−1 ⊗ X)). (4.6a)

After adding and subtracting a termm((1 ⊗ Xkυ)β(1 ⊗ k)) = m((1 ⊗ kυ)β(X ⊗ k)) from
the right-hand side, and using manipulations similar to those used in (4.3), one obtains

τX = m((1 ⊗ kυ)M′(X)β) − m((1 ⊗ Xkυ)β(1 ⊗ k))

= m((X ⊗ kυk−1)β) + m((k ⊗ kυX)β) − m((1 ⊗ Xkυ)β(1 ⊗ k)). (4.6b)

The first term on the right-hand side is justXτ . The second term may be rewritten as

m((k ⊗ kυXk−1k)β) = m((1 ⊗ kυXk−1)M(k)β) = m((1 ⊗ k2υXk−1)β(1 ⊗ k)) (4.6c)

which, with the aid of (3.5) and (4.3), cancels the last term in (4.6b):

k2υXk−1 − Xkυ = k2S−2(X)υk−1 − Xkυ = 0. (4.7a)

Therefore [τ, X] = 0. �
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Remark. (4.7a), or [k2υ, X] = 0, and [k−2υ−1, X] = 0 written in the form

k−2υ−1Xk − Xk−1υ−1 = 0 (4.7b)

used in the context of counterclockwise and clockwise Seifert circles, respectively, are the
canonical relations needed to prove proposition 4. The following generalizes lemma 4.1.1
to any quantum algebra of section 3.0.

Lemma 4.1.2. V[Ttrefoil] valued on anyU is a central element.

Proof. For anyU , (4.1) assures that (4.7a) and (4.7b), with k±1, X substituted byk±1
i , X±i ,

are true. �

4.2. A graphical approach

In the rest of section 4, unless otherwise stated,k denoteski andX denoteseither X+
i or

X−
i .

Definition 4.2.0. Extend the graphical representation by arrows forV[T ] valued onU ,
given in section 2.4, to a graphical representation for the entireU as follows. As before,
the graphical representation ofV(T ∗) ∈ U is given by the graphical representation of
the specified tangle diagramT ∗, that is, the components 1,υ, υ−1, R, R′ in V(T ∗) are
respectively represented by the arrows↓, ↓F, G↓, , . Furthermore, let the arrows,
and respectively representk, k−1 andX. Call an element inU thus represented atangle
graph. The relative direction of an arrow in a tangle graph carries no significance.

Definition 4.2.1. Define a graphical representation ofU using the same arrows given above,
except to representV(T ∗) by the splice ofT ∗. Specifically, use the symbols , ,
respectively, to representR, R′, respectively, and use the symbol to representR∗ that
denoteseither R or R′. Call an element inU thus represented asplice graph.

Remark. The set of tangle diagrams (splices, resp.) is a subset of tangle graphs (splice
graphs, resp.).

Figure 18.

Example. The coboundary relationsM′(X)R∗ = R∗M(X) are expressed in terms of tangle
graphs in figure 18 and splice graphs in figure 19. Observe that the two sets of splice graphs
in figure 19 are united as one in figure 20 when the symbol∗ is used to representR∗.
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Figure 19.

Figure 20.

Remark. Note that, in figure 20, the relations allow the arrows representingk, k−1 and
X to slide in union past the crossing (thestar in figure 20) along the lines on which they
live. This comes about because on a spliced crossing, the tensor spaces represented by the
two lines are transposed at the crossing. Generally, if a tensorα ∈ A ⊗ A can slide past
a crossing on a splice graph, thenαR∗ = T ((T R∗)α) = R∗T α. A generalized version of
this observation is given as lemma 4.2.1.

Figure 21.

Example. Figure 21(a) and (b) are graphical expressions of the relations (4.7a, b).

Example. Figure 22 shows a proof ofτX = τX using splice graphs. Figure 19 is used to
obtain the second line of the figure, while figure 21 is used to obtain the last line.

Definition 4.2.2. Let M{1} = M. Define, forn > 2,

M{n} ≡ (id ⊗ id · · · ⊗ M)M{n−1} = (id⊗(n−1) ⊗ M)M{n−1} (4.8)

A{n} ≡ M{n−1}A ∈ UM ⊂ U . (4.9)

Remark. Recall thatM′{n} = T(n + 1) ◦ M{n}. We have

M{n}k±1 = M{n}k±1 = k±1⊗(n+1)
(4.10)

M{n}X =
n∑

ν=0

k−1⊗ν ⊗ X ⊗ k⊗(n−ν) M{n}X =
n∑

ν=0

k⊗ν ⊗ X ⊗ k−1⊗(n−ν)
. (4.11)
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Figure 22.

Lemma 4.2.1. For any braidB ∈ Bn, a ∈ A,

(M′{n−1}(a))V(B) = V(B)(σ (B) ◦ M′{n−1}(a)). (4.12)

Proof. The lemma is proved if (4.12) is proven fora = k±1 and X. The relation is
trivially true for a = k±1, becauseM(k±1) commute withR∗. For a = X, first consider
the case whenB = b±

i in which only theith and(i + 1)st strands are braided once. Then
V(b±

i ) = R∗
i,i+1. Noting thatσ(b) ◦ M′ = M whenb ∈ B2 is the standard braid generator,

we write

σ(b±
i )◦M′{n−1}(X) =

∑
ν 6=i−1,i

k⊗ν ⊗X⊗k−1⊗(n−ν)+k⊗(i−1)⊗M(X)⊗k−1⊗(n−i)

thereforeM′{n−1}(X)V(b±
i ) = V(b±

i )(σ (b±
i ) ◦ M′{n−1}(X)). Repeated application of this

relation gives (4.12). The compositionσ(B) ◦ M′{n−1} ensures thatV(B) acts on the correct
tensor spaces on the right-hand side of (4.12). �

Example. How M′{n−1}(X) gets past the first crossing inV(B) is shown on splice graphs
in figure 23. Getting past subsequent crossings is achieved by repeating the same process.
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Figure 23.

4.3. Proof of proposition 4

T is an (n, n)-tangle diagram withl closed strands. We use the notation of sections 2.5.2
and 2.5.3, whereB is a braid ofN = n + µL + µR strands whose partial closure is a braid-
tangle diagramTB that is isotopic toT , β ≡ V(B) ∈ AnN andH ≡ υ−1⊗µL ⊗ 1⊗n ⊗ υ⊗µR.
We first derive two extensions of (2.17).

Lemma 4.3.1 For α′ = 1⊗µL ⊗ α ⊗ 1⊗µR ∈ AnN , ∀α ∈ Ann:

V[TB](α ⊗ 1⊗l) = Cl{TB}(Hβσ(B)(α′)) = Cl{TB}(βσ(B)(α′H)) (4.13a)

(α ⊗ 1⊗l)V[TB] = Cl{TB}(α′Hβ) = Cl{TB}(α′βσ(B)(H)). (4.13b)

Lemma 4.3.2. For β ′ ∈ A⊗N andγ = γL ⊗ 1⊗n ⊗ γR ∈ A⊗N , ∀γL ∈ AnµL, γR ∈ AnµR:

Cl{TB}(γβσ(B)(β ′)) = Cl{TB}(βσ(B)(β ′γ )). (4.14)

Proof. The lemmas follow directly from the property ofCl{TB}. We omit details. �

Remark. The right-hand sides of (4.13) and (4.14) are not supposed to represent any
topological object.

Proof of proposition 4. The proposition is proven when it is shown that (4.2) is satisfied
for a = k±1 andX. The proof fora = k±1 follows simply from lemma 4.2.1 and the fact
that k±1 commute withυ andυ−1; we omit details.
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We now prove the case fora = X. Let X{s} ≡ M′{s−1}(X) and define the following
elements∈ A⊗N , where(k±1)⊗t ≡ 1 if t = 0:

X′{n} ≡ 1⊗µL ⊗ X{n} ⊗ 1⊗µR Q ≡ (k−1)⊗µL ⊗ 1⊗n ⊗ k⊗µR

W(t) ≡ k⊗(t−1) ⊗ X ⊗ (k−1)⊗(N−t) WL ≡
µL∑
t=1

W(t) WR ≡
N∑

t=N−µR+1

W(t)

W ′
L ≡ WL · k⊗N W ′

R ≡ WR · (k−1)⊗N.

Then,

X{N}N = X′{n}Q−1 + WL + WR (4.15)

and from lemma 4.2.1,

βσ(B)(X{N}Q) = X{N}βσ(B)(Q)

= Q−1X′{n}βσ(B)(Q) + W ′
Lβσ(B)((k−1)⊗NQ) + W ′

Rβσ(B)(k⊗NQ).

(4.16)

Observe thatQ, H andX′{n} commute among themselves, and thatH, Q, W ′
L andW ′

R all
have the form ofγ in (4.14). Now use (4.13)–(4.16) to write

(X{n} ⊗ 1⊗l)V[TB] − V[TB](σ (TB)(X{n})) ⊗ 1⊗l

= Cl{TB}(X′{n}βσ(B)(H)) − Cl{TB}(Hβσ(B)(X′{n}))

= Cl{TB}(βσ(B)(WLQH − (k−1)⊗NQHW ′
L + WRQH − k⊗NQHW ′

R))

= Cl{TB}
(

βσ(B)

( µL∑
t=1

(υ−1)⊗(t−1)⊗(Xk−1υ−1−k−2υ−1Xk)⊗(k−2υ−1)
⊗(µL−t)

⊗ (k−1)⊗n ⊗ υ⊗µR +
µR∑
t=1

(υ−1)⊗µL ⊗ k⊗n ⊗ (k2υ)⊗(t−1) ⊗ (Xkυ − k2υXk−1)

⊗ υ⊗(µR−t)

))
= 0. (4.17)

The last equality follows from (4.7). SinceV[TB] = V[T ] and σ(TB) = σ(T ), the
proposition is proven. �

Example. The proof is reproduced in figure 24 on splice graphs for the casen = µL =
µR = 1.

4.4. Commutants ofUM
Owing to the appearance of permutationsσ(T ) andTn in proposition 4, the elementsV[T ]
do not quite commute withUM. Noting thatV sends each closed strand inT to A0, which
commutes withUM, in the following, without loss of generality, we consider only tangle
diagrams with no closed strands.
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Figure 24.

Corollary 4.1. For T ∈ T (n) such thatσ(T ) is the identity element inSn, TnV[T ] lies in
the commutant ofUM:

[TnV[T ], M{n−1}(A)] = 0. (4.18)

Proof. This follows simply from proposition 4. Note that hereTn acts onV instead of
acting onM{n−1}. �

Example. For the special casen = 2, with T being a (2, 2)-tangle diagram with two
positive crossings,V[T ] = T (R)R commutes withM(A).

Remark. For n = 1, the corollary means that the set of allV[T (1)] lives in the centre ofA.
For n > 1, the set of allTnV[T (n)] lives in Ann but not necessarily inM{n−1}(A) ⊂ Ann,
hence it does not form a centre ofM{n−1}(A). In particular, two differentV[T (n)]’s in
general do not commute.
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4.5. V maps(1, 1)-tangles to the centre ofU
Corollary 4.2. V maps one-component(1, 1)-tangles to the centre ofA.

Proof. This follows trivially from proposition 4. �

Remark. In particular, the images of two one-component(1, 1)-tangles commute. This can
also be seen in the following way. LetT andT ′ be two such tangles and letα = V[T ] and
α′ = V[T ′]. Then T ′T andT T ′ are two(1, 1)-tangles that are isotopic:T ′T ∼ T T ′. By
definition V((T ′T )∗) = V(T ′∗)V(T ∗) = α′α, andV((T T ′)∗) = αα′. Therefore [α′, α] = 0.

One can naturally enlarge the centre to include the images of (1, 1)-tangles with closed
strands. Consider the set{T }l of all (1, 1)-tangles with l − 1 closed strands. Then
V: {T }l → A ⊗ Az(l − 1) ≡ Al ⊂ Anl. By constructionA0 commutes withA. Hence, we
state without further proof:

Corollary 4.3. V maps the set of all (1, 1)-tangles to the centre ofU .

Remark. Valued onC [[η]] with anη-adic topology, these central elements in principle can
be expressed as polynomials of the quadratic Casimir operators ofU .

4.6. Commutants ofUM in a representation

Definition 4.6. For a representationπ of A on a vector spaceV , define A{n}
π =

(π⊗n)(M{n}A). For an(n, n)-tangleT , σ(T ) ∈ Sn has a natural action onV ⊗n. Define
Vπ (T ) = π⊗n(V[T ]), V̌π (T ) = ((π⊗n)(TnV[T ]))σ (T ).

Corollary 4.4. For everyT ∈ T (n),

[V̌π (T ), A{n}
π ] = 0. (4.19)

Proof. This is a direct consequence of proposition 4. �

Remark. Thus, in a representation,̌Vπ maps tangles to (representations of) commutants
of UM. Suppressing a summation, we writeV[T ] = ⊗n

i=1ui; ui ∈ A. Suppose the action
of σ(T ) is such thatσ(T )(⊗n

i=1Vi) = ⊗n
i=1Vσi

, where the subscripts label the order in the
tensor product. Then the matrix elements ofVπ (T ) and V̌π (T ) are given by

Vπ (T )
a1a2...an

b1b2...bn
=

n∏
i=1

(π(ui))
ai

bi
V̌π (T )

a1a2...an

b1b2...bn
=

n∏
i=1

(π(un−i+1))
ai

bσi
. (4.20)

Example. Corresponding to theR-matrix we have the familiar expressioňRab
rs =

π(A)br π(B)as .

Example. Given a (3, 3)-tangle T with V[T ] = U ⊗ V ⊗ W and braiding action
σ(T )(U ⊗ V ⊗ W) = W ⊗ U ⊗ V , we haveV̌π (T )abc

rst = π(W)at π(V )br π(U)cs . Suppose
M{2}(a) = X ⊗ Y ⊗ Z. Then proposition 4 impliesZU ⊗ YV ⊗ XW = UY ⊗ V X ⊗ WZ,
or, equivalently,XW ⊗ YV ⊗ ZU = WZ ⊗ V X ⊗ UY . Taking matrix elements and using
the shorthand whereU stands forπ(U), we have∑
efg

(X ⊗ Y ⊗ Z)abc
efg(W ⊗ V ⊗ U)

efg
rst =

∑
efg

(W ⊗ V ⊗ U)abc
efg(Z ⊗ X ⊗ Y )

efg
rst

=
∑
efg

(W ⊗ V ⊗ U)abc
efg(X ⊗ Y ⊗ Z)

fge
str
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or, in terms ofV̌π ,∑
efg

((π⊗n)(M{n−1}(a)))abc
efg(V̌π (T ))

efg
str =

∑
efg

(V̌π (T ))abc
fge((π

⊗n)(M{n−1}(a)))
fge
str .

5. Tangle Casimir operators and link polynomials

Corollary 5. The eigenvalue of a tangle Casimir operator ofU in an irreducible
representation is an invariant, or link polynomial, of the closure of the tangle.

Let V be an finite dimensional, irreducibleA module,π ∈ End(V ) and Vπ (or VAπ )
be the invariant given in definition 3.3.1. Proposition 4 and corollaries 4.1, 4.2 and 4.3
apply toVπ . Let T be a (1, 1)-tangle. By Schur’s lemma,Vπ [T ] is equal to the eigenvalue
Qπ [T ] times the unit matrix onπ :

Vπ [T ] = Qπ [T ]1π . (5.1)

That is,Qπ [T ] is the eigenvalue of tangle Casimir operatorV[T ] in the representationπ .

Remark. Relation (5.1) was first conjectured in Leeet al (1988), Coutureet al (1990) and
Lee (1990).

We now prove corollary 5 by considering separately the cases Trπ (hπ) 6= 0 and
otherwise.

Corollary 5.1. If Trπ (hπ) 6= 0, thenQπ [T ] is a link invariant for [T̂ ].

Proof. hπ andh−1
π are so defined ((3.5) and definitions 3.0.3 and 3.3.1) such that Trπ (hπ) =

Trπ (h−1
π ). By definition V[T̂ ] = Trπ (Vπ [T ]hπ) = Trπ (Vπ [T ]h−1

π ) = Qπ [T ] Trπ (hπ) is an
invariant for [T̂ ]. �

Remark. The usual link polynomial defined with a Markov trace is equivalent toV[T̂ ].
The above shows that, when Trπ (hπ) = 0, the Markov trace maps all links trivially to zero.

Corollary 5.2. For non-trivialVπ , Qπ [T ] is a link invariant for [T̂ ].

Remark. Non-triviality of Vπ will be defined below. If Trπ (hπ) = 0, thenVπ [L] = 0 for
all [L]. In this case corollary 5.1 is not useful since it is no longer possible to prove that
Qπ [T ] is a link invariant by invoking (5.1).

Denote the set of all indecomposable representations ofU by {3} and letπ ∈ {3} be
an irreducible representation. LetT be a(2, 2)-tangle for whichσ(T ) = 1 ∈ S2 and write
M = Vπ (T ). M has matrix elementsMrs

ut = 〈r, s|M|t, u〉 where|t〉 is a basis vector of
π , 〈t | is its dual and|t, u〉 = |t〉⊗ |u〉. From corollary 4.1,M commutes withπ ⊗π(MA).
The tensor product representationπ ⊗ π can be decomposed into

π ⊗ π = 31 ⊕ 32 ⊕ · · · = ⊕a3a 3a ∈ {3} (5.3)
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and such a decomposition is unique up to a re-ordering of3a. In each3a, M acts as
τa(T )1a, whereτa(T ) is its eigenvalue. Therefore,

M =
∑
a,i

|3i
a〉τa(T )〈3i

a| =
∑

a

τa(T )1a (5.3)

where〈3i
a| form a basis of3a and |3i

a〉 form a dual basis. Then,

Mrs
ut =

∑
a,i

〈r, s|3i
a〉τa(T )〈3i

a|t, u〉 (5.4)

where〈3i
a|tu〉 is a Clebsch–Gordan coefficient. LetTL (TR) be the (1, 1)-tangle obtained

by partially closingT from the left (right). Then

Qπ [TL] =
∑

a

ξLaτa(T ) Qπ [TR] =
∑

a

ξRaτa(T ) (5.5)

where the coefficient

ξLa =
∑
i,r,u

〈r, s|3i
a〉〈r|h−1

π |t〉〈3i
a|t, s〉 (5.6)

depends on the quantum algebra and its representations but not onT . Furthermore, because
of (5.1), it is independent of the unsummed indexs. Similarly for ξRa, for which h−1

π in
(5.6) is replaced byhπ .

Let n(3) be the number of indecomposable representations appearing in (5.3). Consider
T ’s such thatTL ∼ TR. There is an infinite number of suchT ’s whoseTL (∼ TR) are
mutually non-isotopic. SupposeT andT ′ are non-isotopic. We sayT is degenerate withT ′

with respect toπ if τa(T ) = τa(T
′) at least for one3a. We defineVπ as being non-trivial

if the number of non-degenerate non-isotopicT ’s is greater thann(3).

Lemma 5.1. For non-trivialVπ , Qπ [TL] = Qπ [TR] for any (2, 2)-tangleT .

Proof. For eachT such thatTL ∼ TR, (5.5) yields∑
a

(ξLa − ξRa)τa(T ) = 0. (5.7)

Since there are more thann(3) T ’s for which the equation hold, and since(ξLa − ξRa) is
independent ofT , (5.7) implies thatξLa−ξRa = 0 for all a’s. The equalityQπ [TL] = Qπ [TR]
then follows. �

Remark. Since the number of non-isotopicT ’s is infinite andn(3) is a finite number,
without the help of a hidden symmetry, it is difficult see how a non-trivialπ could generate
a trivial Vπ . For instance, theVπ ’s corresponding to the smallest irreducible representations
of the simplest quantum algebras, the fundamental, two-dimension representations of
Uq(sl(2)) and of Uq(sl(1|1)), respectively, are already non-trivial; theirQπ ’s give the
Jones polynomial (Jones 1985) and the Alexander–Conway polynomial (Alexander 1922,
Conway 1970) (see section 7.1), respectively.
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Proof of corollary 5.2. If T andT ′ are two (1, 1)-tangles whose closures are isotopic to [L],
then it is possible to go from̂T to T̂ ′ via a sequence of Reidemeister moves. This implies
that there exists a sequence of(2, 2)-tanglesT1, T2, . . . , TN , whose closures are all isotopic
to [L], and a corresponding sequence of pairs of (1, 1)-tangles,{TLi , TRi}, that are partial
closures ofTi , i = 1, . . . , N , such that{TLi , TRi} ∩ {TLi+1, TRi+1} 6= ∅, i = 1, . . . , N − 1,
T ∈ {TL1, TR1} and T ′ ∈ {TLN, TRN }. It follows from lemma 5.1 thatQπ [T ] = Qπ [T ′].
Corollary 5.2 is thus proven. �

Remark. ThusQπ [T ] maps an equivalent set larger than isotopy: forQπ [T ] = Qπ [T ′], it
is sufficient that [̂T ] ∼ [T̂ ′], and not necessary thatT ∼ T ′. See the appendix for examples.

6. Comparison with the universal link invariant of Lawrence

The universal link invariant of Lawrence (1989) is a Markov trace valued in the image of
A0⊗l under the mapX∗ described below. In Lawrence’s construction, for the closure of a
braid in B ∈ Bn, one first writes

V(B) = x1 ⊗ x2 ⊗ · · · ⊗ xn xi ∈ A (6.1)

where thexi ’s are images of strings defined in section 2.4. IfB̂ hasl closed strings, then
the sequence(1, 2, . . . , n) forms l cycles, and to therth cycle(a1 . . . ak) one associates

zr = X∗(k−1)(xak
· · · xa1). (6.2)

The mapX∗: A → A/I is the composition ofX (or Y ) with a natural projection, where the
mapsX: A → A andY : A → A are defined through their inverses in (a) below, andI is
an equivalence relation defined by (b) and (c):

(a) X−1(x) = m′((x ⊗ 1)R), Y−1(x) = m(R−1(x ⊗ 1));
(b) X(j)(xy) = X(j)(yx);
(c) X(j+1)(X−1(x)) = X(j+1)(Y−1(x)), x, y ∈ A, j > 0.
In the above,m′ is the opposite multiplication andX(m) is X composedm times.

Lawrence’s universal invariant is given by

V[B̂]Law = z1 ⊗ · · · ⊗ zl. (6.3)

Under the equivalence I,

X(x) = B̄xA ∼ xAB̄ = xυ Y (x) = ĀxB ∼ xBĀ = xυ = xλ−1υ.

Thus Lawrence’s invariant is valued modulo factors ofλ. Conversely, if the equivalence
relation (c) were not imposed, then the invariant would be for regular, instead of ambient,
isotopy. For completion, we give the mapsX′ andY ′, where

X′−1
(x) = m(R(x ⊗ 1)) Y ′−1

(x) = m′((x ⊗ 1)R−1)

X′(x) = AxB̄ ∼ xB̄A = xυ−1 Y ′(x) = BxĀ ∼ xλυ−1.
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Figure 25.

For links, the actions ofX and X′ are interchangeable, see section 2.5.6. For tangle
invariants, bothX andX′ are needed.

The difference between Lawrence’s invariant and ours is illustrated in the following
example. Consider the braidB in figure 25(a) and its closure (b) that is isotopic to two
disjoint unknots, (c).

The braid has four strings whose values inA are, respectively,

x1 = A3B4B5; x2 = A1A2Ā5Ā6 x3 = B1B3 x4 = B2Ā4A6.

The indices onB1, A2 etc label the crossings. Upon closure the indices form two cycles:
(1, 4, 3) and(2). Lawrence’s invariant is

V[B̂]Law = X(0)
∗ (x2) ⊗ X(0)

∗ (AA′x1x4x3B̄
′B̄) = X(0)

∗ (x2) ⊗ X(0)
∗ (AB4B5x4B1B̄) (6.4)

which is not readily reduced to give the invariant for two disjoint unknots. However, if one
uses the cyclic symmetry ofX∗ after the first action ofX∗ on the stringx1x4x3 and write
X

(1)
∗ (A′A3B4B5x4B1B3B̄

′) = X
(1)
∗ (B4B5x4B1) = X

(1)
∗ (x4B1B4B5), one obtains

V[B̂]Law = X(0)
∗ (x2) ⊗ X(0)

∗ (Ax4B1B4B5B̄)

which is readily reduced to give the value of two disjoint unknots. In summary, the correct
way to implement the action ofX∗ for the link under discussion is to write

V[B̂]Law = X(0)
∗ (x2) ⊗ X(0)

∗ (x3υ
−1x1υ

−1x4) = X(0)
∗ (1) ⊗ X(0)

∗ (1). (6.5)

In comparison, our method is to take the ‘trace’ of each cycle after it has been inserted with
a factor ofυ−1 or υ (which is equivalent for links) between each pair of adjacent strings.
This gives (for figure 26(b))

V[B̂]Lee = Sp(x2υ
−1) ⊗ Sp(x3υ

−1x1υx4υ) = Sp(υ−1) ⊗ Sp(υ) (6.6)

where the last relation makes uses of the cyclic symmetry ofSp and results from a series
of manoeuvres corresponding to Reidemeister moves.

The following remarks are in order:
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Figure 26.

(a) Lawrence’s unknot is normalized toX(0)
∗ (1) whereas ours is normalized toSp(υ) =

Sp(υ−1).
(b) The special role of wrong-way edges in a link is not recognized in Lawrence’s

construction. This is compensated by the fact that the equivalence class induced byX∗ is
larger than the class given bySp. For instance, the two stringsx1x4x3υ

−2 andx3υ
−1x1υ

−1x4

are equivalent underX∗ but are not so underSp. This implies that underX∗, factors of
υ−1 can be insert anywhere in the cycle, not just between two strings. This is not allowed
in our construction, where each factor ofυ (υ−1, resp.) is associated with a wrong-way
edge on a counterclockwise (clockwise, resp.) Seifert circle.

(c) Whereas the evaluation of our invariant on a representationπ : A → End(V ) is
straightforward—one just replacesx ∈ A by π(x) andSp by Trπ . The same is not true for
Lawrence’s invariant. In particular, Trπ is not a representation ofX∗; it does not have all
the symmetries required of the latter.
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Figure 26. (Continued)

7. Two applications

7.1. The Alexander–Conway polynomial

Corollary 5.2 gives a direct proof that the Alexander–Conway polynomial (Alexander 1922,
Conway 1970) is derived from anR-matrix having the form,

Rπ = s1/2

(
s−1

(
1 0 =
0 0

)
⊗

(
1 0
0 0

)
− s

(
0 0
0 1

)
⊗

(
0 0
0 1

)
+

(
1 0
0 0

)
⊗

(
0 0
0 1

)
+

(
0 0
0 1

)
⊗

(
1 0
0 0

)
+ (s−1 − s)

(
0 0
1 0

)
⊗

(
0 1
0 0

) )

= s1/2


s−1 0 0 0
0 1 0 0
0 s−1 − s 1 0
0 0 0 −s

 (7.1)

with correspondinghπ = h−1
π = s((1, 0), (0, −1)) and λπ = s−1((1, 0), (0, 1)). The R-

matrix can variously be derived from braid group representations (Leeet al 1988, Coutureet
al 1990, Lee 1990, Deguchi 1989) and from representations of the two-parameterUq,s(gl(2))

at q2 = −1 (Lee 1989) and ofUs(sl(1|1)) (Kauffman and Saleur 1991, Lee 1989, Zheng
1992, Linkset al 1993). TheRpi, hπ andh−1

π have the properties needed for the functor
VA (and forVπ ). Now, because Trπ (hπ) = 0, corollary 5.1 is not applicable andVA[L] = 0
identically. That is, the Markov trace given byRπ is identically zero. This has always
been a difficult point in attempts to relate the Alexander–Conway polynomial to a quantum
algebra and specifically to the matrixRπ (Lee et al 1988, Coutureet al 1990, Lee 1990,
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Kauffman and Saleur 1991, Zhang 1992, Linkset al 1993). Now, with corollary 5.2,VA[T ]
defines a link invariant for̂T through the eigenvalueQπ [T ]. The skein relation of this link
invariant isQπ [ ]+(s−s−1)Qπ [↓↓]−Qπ [ ] = 0, it is therefore the Alexander–Conway
polynomial.

Remark. Here we briefly described the relation betweenRpi and theungradedUq,s(gl(2))

atq2 = −1. Relative tosl(2), gl(2) has an additional generator, call itI , that commutes with
everything. We define a quantum algebra generated by{I, H, X+, X−}, where{H, X+, X−}
obey the rules ofUq(sl(2)) with the additional propertiesM(I ) = I ⊗1+1⊗I , S(I) = −I ,
ε(I ) = 0. It is significant that the action of the antipode onI is non-trivial. The quantum
algebraUq(sl(2)) is recovered when(s/q)2 = 1, a case which we ignore. Focusing on
the case(s/q)2 6= 1, one finds that there is a finite representation only ifq2 = ei2π/m,
m a positive integer. Furthermore, a (new) quantum algebra with the additional condition
(X±)m = 0 can be constructed. The vector representation of theR-matrix of this quantum
algebra form = 2 is given by theRpi in (7.1). Indeed, if one uses the approach of
Faddeev (1988) to reconstruct a quantum formal group fromRpi, then one recovers either
Us(sl(1|1)) or Uq,s(gl(2))/((X±)2 = 0) at q2 = −1, depending on whether one wants a
quantum superalgebra (Zheng 1992) or a quantum algebra.

7.2. Quantum holonomy and Chern–Simons theory in three dimensions

Witten (1989) showed that, when the coupling constant of the Chern–Simons theory (CST)
in three dimensions has certain discrete values, the Wilson line associated with the link [L]
evaluated in theπ representation of the gauge groupG is an invariant for [L]. A Wilson
line is the character-valued counterpart of the group-valued quantum holonomy,

8(Cx) =
〈
P exp

(
i
∮

Cx

A dx

)〉
(7.2)

which is the expectation value of the path-ordered line integral of the connectionA(x)

along the closed contourCx with initial point x ∈ C, exponentiated. In three dimensions,
the contourC may have non-trivial topological properties. In particular, it may be a disjoint
union of contours with an opening atx, namely a (1, 1)-tangle whose closure is the link
L. Denote this tangle byLx . Valued in theπ representation ofG, the Wilson line with
contourL is

Wπ [L] = Trπ (π(8(Lx))). (7.3)

where trace taking automatically eliminates the dependence on the initial point.Wπ [L]
is essentially the link polynomialVAπ

[L] of section 3.1 valued on theπ representation of
Uq(g), whereg is the Lie algebra of the (Lie) groupG, andq, linearly related to the coupling
constant of the three-dimensionalCST, is restricted to being a root of unity, exp(i2π/(k+h̃)),
where h̃ is the Coxeter number ofG and k is the level of the representation of the affine
algebra associated withg (Witten 1989, Horne 1990).

Recently, it was shown that for any quantum gauge theory, the quantum holonomy
8(Lx) is initial-point independent andG-invariant (Lee and Zhu 1991). Hence for
irreducibleπ , π(8(Lx)) must equal to anx-independent eigenvaluePπ(L) times 1π . In
three dimensions,Lx defines a (1, 1)-tangle, becauseLx andLy may not be isotopic ifx 6= y.
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Therefore, for the three-dimensionalCST, Pπ(L) = Pπ [L] is a link invariant. That is, the
triplet {8[Lx ], Pπ [L], Wπ [L]} to three-dimensionalCST is what{V[Lx ], Qπ [L], VAπ

[L]} of
section 3.3 and section 4.5 is to a quantum algebra. Thus, for example, for the gauge group
G = SL(2), Pπ (in the fundamental representation) is the Jones polynomial (Witten 1989)
and Wπ = (q−1 + q)Pπ ; for G = SL(M|N), M 6= N , Pπ is the HOMFLY polynomial
(Freyd et al 1985, Horne 1990) andWπ = (M − N)Pπ ; for G = SL(M|M), Pπ is the
Alexander–Conway polynomial (Lee 1989, Lee and Zhu 1991) butWπ ≡ 0. That is, in
quantum field theory the Alexander–Conway polynomial cannot be obtained from a Wilson
line as in Witten’s original approach; it must be obtained as the eigenvalue of a quantum
holonomy.
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Appendix. Universal invariants for (1, 1)-tangles with up to six crossings

We list here the values ofVA[T ] for (1, 1)-tangles with up to six crossings. The tangles,
shown in figure 26, are labelled by their closures using Rolfsen’s classification for links
(Rolfsen 1976). The wrong-way edges on each tangle are marked. The assignment of such
edges is not unique but the value of the invariant of course does not vary with different
assignments; see Lee (1992) for details. The indices label crossings in the tangles. The
notation is as follows. R = ∑

a Aa ⊗ Ba ≡ A ⊗ B; R−1 = S(A) ⊗ B ≡ Ā ⊗ B;
λ = (m(id⊗S)R)(m′(id⊗S)R); υ = λ−1/2(m(id⊗S)R). Note that Rolfsen’s classification
is for non-oriented links and that there may be more than one non-isotopic (1, 1)-tangles
that close to the same link. In figure 26 only one orientation and one tangle is selected for
each link, except for the links 61, 52

1 and 623, each for which two tangles are selected.

31 : λ−3/2Ā1B2Ā3υ
−1B1Ā2B3.

41 : A1B2Ā3υB1A4B3υĀ2B4.

51 : λ−5/2Ā1B2Ā3B4Ā5υ
−1B1Ā2B3Ā4B5.

52 : λ5/2A1B2A3B4A5υB1A2B5υ
−1A4υB3.

61a : λ2Ā1B2A3B4A5υB6Ā2υ
−1B1A6B5υ

−1A4υ
−1B3.

61b : λ2A1B2Ā3B4υ
−1A2υB1A6υB5Ā4υ−1B3A5B6.

62 : λ2B1A2B3A4υB5Ā1B6A3B4υA5B2Ā6.
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63 : Ā1B2A3B4Ā5υ
−1B1Ā2B5A6υB3A4B6.

42
1 : λ−1B1Ā2B3Ā4 ⊗ Sp(λ−1Ā1B4υĀ3υ

−1A2υ).

52
1a : λ1/2B1A4B2υA3B4Ā5 ⊗ Sp(Ā1B5A2υB3).

52
1b : Ā1B2A3B4 ⊗ Sp(λ1/2B1A5B3A4υB5Ā2υ

−1).

62
1 : λ−3/2B1Ā2B3Ā4B5Ā6 ⊗ Sp(λ−3/2Ā1B6υĀ5υ

−1B4υĀ3υ
−1B2υ).

62
2 : λ3/2A1B2A3B4A5B6 ⊗ Sp(λ3/2B1A2B3A6υB5υ

−1A4υ).

62
3a : B1A2B3Ā5υ

−1B4A3υB2Ā6 ⊗ Sp(λ−1Ā1B6Ā4B5υ).

62
3b : λ−1Ā1B6Ā4B5 ⊗ Sp(B1A2B3Ā5υ

−1B4A3υB2Ā6υ
−1).

63
1 : B1A2B3Ā4 ⊗ Sp(A1B6Ā5B2υ

−1) ⊗ Sp(λ−1Ā3B4υA6B5).

63
2 : Ā1B2A3B4 ⊗ Sp(B1A6B3Ā5υ

−1) ⊗ Sp(Ā2B5A4υB6).

63
3 : Ā1B2B3A4 ⊗ Sp(B1B6υ

−1A5υĀ2υ
−1) ⊗ Sp(λA3υ

−1B5A6B4).

References

Alexander J W 1922 A lemma on a system of knotted curvesProc. Natl Acad. Sci. USA9 93–5
—— 1928 Topological invariants of knots and linksTrans. Am. Math. Soc.30 275–306
Conway J H 1970Computational Problems in Abstract Algebra(New York: Pergamon) p 329
Couture M, Lee H C and Schmeing N 1990 A new family ofN -state representations of the braid groupNATO

ASI Ser. B 238(New York: Plenum) pp 573–82
Drinfel’d V G 1985 Hopf algebras and the quantum Yang–Baxter equationSoviet Math. Dokl.32 254–8
—— 1986 Quantum groupsProc. Int. Cong. Math., Berkeleyvol 1 (New York: Academic) pp 798–820
—— 1989 On almost cocommutative Hopf algebrasAlg. i Anal. 1 30–46
Deguchi T 1989 Braid group representations and link polynomials derived from generalizedSU(n) vertex models

J. Phys. Soc. Japan58 3441–4
Faddeev L D, Reshetikhin N Yu and Takhtajan L A 1988 Quantization of Lie groups and Lie algebrasAlgebraic

Analysis1 129–39
Freyd P J and Yetter D N 1989 Braided compact closed categories with applications to low dimensional topology

Adv. Math.77 156–82
Freyd P, Yetter D, Hoste J, Lickorish W, Millet K and Ocneanu A 1985Bull. Am. Math. Soc.12 239–46
Horne J H 1990 Skein relations and Wilson loops in Chern–Simons gauge theoriesNucl. Phys.B 334 669–94;

equation (5.8) of this reference should readα = q−(m−n)/2, β = q1/2 − q−1/2, γ = −q(m−n)/2

Jimbo M 1985 A q-difference analogue ofU(G) and the Yang-Baxter equationLett. Math. Phys.10 63–9
Jones V F R 1985 A polynomial invariant of knots via von Neumann algebrasBull. Am. Soc.12 103–11
Kauffman L and Saleur H 1991 Free fermions and the Alexander–Conway polynomialCommun. Math. Phys141

293–327
Lawrence Ruth 1989 A universal link invariant using quantum groupsProc. XVII Int. Conf. on Diff. Geom. Meth.

Theor. Phys.(Singapore: World Scientific)
Lee H C 1989Uq,s (gl(2)) at roots of unity and a hierarchy of Alexander–Conway polynomials, in preparation
—— 1990 Q-deformation ofsl(2, C)×ZN and link invariantsNATO ASI Ser. B 245(New York: Plenum) pp 359–72
—— 1992 On Seifert circles and functor for tanglesInt. J. Mod. Phys.A 7, suppl 1B 581–610
Lee H C and Zhu Z Y 1991 Quantum holonomy and link invariantsPhys. Rev.D 44 942–5
Lee H C, Couture M and Schmeing N 1988 Connected link polynomialsPreprint (Chalk River)
Links J R, Gould M D and Zhang R B 1993 Quantum supergroups, link polynomials and representations of braid

generatorsRev. Math. Phys.5 345–61
Markov A A 1935 Ueber die freie Aquivalenz geschlossener ZoepfeRecueil Math. Moscou1 73–8



Universal tangle invariant and commutants of quantum algebras 425

Reidemeister K 1948Knotentheorie(Chelsea)
Reshetikhin N Yu 1990 Quasitriangular Hopf algebras and invariants of tanglesLeningrad Math. J.1 491–513
Reshetikhin N and Turaev V G 1990 Ribbon graphs and their invariants derived from quantum groupsCommun.

Math. Phys.127 1–26
Reshetikhin N Yu, Takhtadzhyan L A and Faddeev L D 1990 Quantization of Lie groups and Lie algebrasLeningrad

Math. J.1 193–225
Rolfsen D 1976 Knots and linksMath. Lec. Series 7Berkeley, CA
Rozansky L and Saleur H 1992 Quantum field theory for the multi-variable Alexander–Conway polynomialNucl.

Phys.B 376 461–509
Turaev V G 1990 Operator invariants of tangles, andR-matricesMath. USSR Izv.35 411–44
Witten E 1989 Quantum field theory and the Jones PolynomialCommun. Math. Phys.121 351–99
Yetter D N 1988 Markov algebras BraidsAMS Contemporary Mathemathicsvol 78 (Providence, RI: AMS) pp 705–

30
Zhang R B 1992 Braid group representations arising from quantum supergroups with arbitraryq and link

polynomialsJ. Math. Phys.33 3918–30


